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Let V be a non-empty set. V is a VECTOR SPACE over R if it satisfies the following properties: 

Define the binary operations ‘+’: V×V → V and ‘⋅’: R×V → V 

[A1] For any u
�

, v
�∈ V, u

�
+ v
�∈ V (additive closure) 

[A2] For any u
�

, v
�

, w
� ∈ V, ( u

�
+ v
�

) + w
�

= u
�

+( v
�

+ w
�

) (associative) 

[A3] For any u
�

, v
�∈ V, u

�
+ v
�

= v
�

+u
�

 (additive commutative) 

[A4] There is an element 0
�

∈ V such that for all v
�∈ V, 0

�

+ v
�

= v
�

 (existence of zero) 

[A5] For all v
�∈ V, there is a vector (– v

�
)∈ V such that (– v

�
) + v
�

= 0
�

 

 (Existence of additive inverse) 

[M1] For any a ∈ R, and any v
�∈ V, a v

�∈ V (multiplicative closure) 

[M2] For any a, b ∈ R, and any v
�∈ V, a(b v

�
) = (ab) v

�
 (associative) 

[M3] For any a, b ∈ R, and u
�

, v
�∈ V, (a + b) v

�
 = a v

�
+ b v
�

; a(u
�

+ v
�

) = a u
�

+ a v
�

 (distributive) 

[M4] For all v
�∈ V, 1 ∈ R such that 1 v

�
= v
�

 (multiplication identity) 

Elements in V are called vectors; elements in R are scalars. 

Q1 Let 2
+R be the set of all order pair of positive numbers. Define addition and multiplication in 

2
+R  as follows: For all (a1, a2), (b1, b2) ∈ 2

+R  and t ∈ R, 

(a1, a2) + (b1, b2) = (a1b1, a2b2) and t(a1, a2) = (a1
t, a2

t). 

Show that 2
+R  with these operations is a vector space over R. 

 

Definitions: Let Rn be the vector space over R. If u
�

 = (u1, u2, …, un) and v
�

 = (v1, v2, …, vn). 

Then the Euclidean inner product is u
� ⋅ v
�

 = u1v1 + u2v2 + … + unvn 

The Euclidean norm (or Euclidean length) of u
�

 is: |u
�

| = uu
�� ⋅ = 22

2
2
1 nuuu +++ ⋯  

The Euclidean distance between u
�

 and v
�

 is: D(u
�

, v
�

) = |u
�

– v
�

| 

 

Q2 Let 1u
�

= (–1, 3, 2, 0), 2u
�

= (2, 0, 4, –1), 3u
�

= (7, 1, 1, 4) and 4u
�

= (6, 3, 1, 2). Find scalars 

c1 1u
�

 + c2 2u
�

 + c3 3u
�

 + c4 4u
�

 = (0, 5, 6, –3). 

 

Q3 Show that there do not exist scalars c1, c2, c3 such that  

c1(1, 0, –2, 1) + c2(2, 0, 1, 2) + c3(1, –2, 2, 3) = (1, 0, 1, 0). 

 

Q4 Let 1e
�

, 2e
�

 be two perpendicular vectors of length 1 in R3 and V
�

 is any vector. 

Define |V
�

| = the magnitude of the vector V
�

. 

Prove that for any real numbers b1 b2: 

|V
�

– (V
�

⋅ 1e
�

) 1e
�

– (V
�

⋅ 2e
�

) 2e
�

| ≤ |V
�

– b1 1e
�

– b2 2e
�

| 

Q5 (a) Find two vectors in R2 with Euclidean norm 1 whose Euclidean inner products with 
(–2, 4) are zero. 

(b) Show that there are infinitely many vectors in R3 with Euclidean norm 1 whose inner 
product with (–1, 7, 2) is zero. 

Q6 Find the Euclidean distance between u
�

 and v
�

 when: 

(a) u
�

 = (1, 1, –1), v
�

 = (2, 6, 0) 

(b) u
�

 = (6, 0, 1, 3, 0), v
�

 = (–1, 4, 2, 8, 3) 
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Definition: Let V be a vector space over R. A subset W of V is called a subspace of V if W is itself 

a vector space over R. For a normal vector space V, there are at least two vector subspaces. { 0
�

} 
(zero subspace) and V itself. 

 

Theorem: Let W be a non-empty subset of a vector space V, then W is a subspace of V if and only 
if the following conditions hold: 

(a) If u
�

 and v
�

 ∈ W, then u
�

 + v
�

 ∈ W. 

(b) If k ∈ R and u
�

 ∈ W, then ku
�

 ∈ W. 

 

Q7 Show that the set W of all 2×2 matrices having zeros on the main diagonal is a subspace of 
the vector space M22 of all 2×2 matrices. 

 

Q8 Consider a system of m linear equations in n unknowns: 













=+++

=+++
=+++

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa

⋯

⋯⋯⋯

⋯

⋯

2211

22222121

11212111

 

If b1 = b2 = … = bm = 0, the system is known as a homogeneous. 

Show that the set of solutions of a homogeneous system is a vector subspace of Rn. 

 

Q9 Let V = R3. Determine which of the following are subspaces of R3. 

(a) all vectors of the form (a, 0, 0). 

(b) all vectors of the form (a, 1, 1). 

(c) all vectors of the form (a, b, c) where b = a + c. 

(d) all vectors of the form (a, b, c) where b = a + c + 1 

 

Q10 Let V = M22, the set of all 2×2 matrices. Determine which of the following are subspaces of M22. 

(a) all matrices of the form 








dc

ba
, where a, b, c and d are integers. 

(b) all matrices of the form 








dc

ba
, where a + d = 0. 

(c) all 2×2 matrices A such that A = At. (the transpose of the matrix A) 

(d) all 2×2 matrices A such that det(A) = 0. 
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Definition: A vector w
�

 is called a linear combination of vectors 1v
�

, 2v
�

, … , rv
�

 if it can be 

expressed in the form w
�

 = k1 1v
�

+ k2 2v
�

+ … + kr rv
�

 , where k1, k2, … ,kr are scalars. 

Q11 Express the followings as linear combinations of 1p
�

=2+x+4x2, 2p
�

=1–x+3x2, 3p
�

= 3+2x+5x2 

(a) 5 + 9x + 5x2 

(b) 2 + 6x2 

(c) 2 + 2x + 3x2 

 

Definitions: Let { 1v
�

, 2v
�

, … , rv
�

} be a set of vectors in V.  

Let W = {all linear combination of 1v
�

, 2v
�

, … , rv
�

} = {k1 1v
�

+ k2 2v
�

+ … + kr rv
�

: k1, k2, …, kr ∈ R} 

W is called the linear span of { 1v
�

, 2v
�

, … , rv
�

}. Denote W = < 1v
�

, 2v
�

, … , rv
�

> 

If W = V, then we called { 1v
�

, 2v
�

, … , rv
�

} spans V. 

Q12 Determine whether 1v
�

= (1, 1, 2), 2v
�

 = (1, 0, 1), 3v
�

= (2, 1, 3) span R3. 

 

Q13 Determine which of the following lie in the space spanned by f
�

= cos2 x and g
�

= sin2 x 

(a) cos 2x 

(b) 3 + x2 

(c) 1 

(d) sin x 

 

Q14 Let P2 be the set of real polynomials of degree ≤ 2. Determine if the following polynomials spans P2: 

1p
�

= 1 + 2x – x2, 2p
�

= 3 + x2, 3p
�

= 5 + 4x – x2, 4p
�

= –2 + 2x – 2x2 

 

Q15 Find an equation for the plane spanned by the vectors u
�

= (1, 1, –1), v
�

= (2, 3, 5). 

 

Definition: If S = { 1v
�

, 2v
�

,…, rv
�

} is a set of vectors, then the vector equation k1 1v
�

+k2 2v
�

+…+kr rv
�

=0 

has at least one solution, namely k1 = 0, k2 = 0, …, kr = 0. If this is the only solution, then S is called 
a linear independent set. If there are other solutions, then S is called a linear dependent set. 

Q16 Which of the following sets of vectors in R3 are linear dependent? 

(a) (2, –1, 4), (3, 6, 2), (2, 10, –4) 

(b) (3, 1, 1), (2, –1, 5), (4, 0, –3) 

(c) (1, 3, 3), (0, 1, 4), (5, 6, 3), (7, 2, –1) 

 

Q17 Which of the following sets of vectors in P2 are linear dependent? 

(a) 2 – x + 4x2, 3 + 6x + 2x2, 2 + 10x – 4x2. 

(b) 1 + 3x + 3x2, x + 4x2, 5 + 6x + 3x2, 7 + 2x – x2 

 

Q18 Let V be the vector space of all real valued functions defined on the entire real line. Which of 
the following sets of vectors in V are linear dependent? 

(a) 2, 4 sin2 x, cos2 x (b) x, cos x 

(c) 1, sin x, sin 2x (d) cos 2x, sin2 x, cos2 x 

(e) (1 + x)2, x2 + 2x, 3 (f) 0, x, x2 
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Q19 In each part determine whether the three vectors lie in a plane pass through the origin. 

(a) 1v
�

= (1, 0, –2), 2v
�

= (3, 1, 2), 3v
�

= (1, –1, 0) 

(b) 1v
�

= (2, –1, 4), 2v
�

= (4, 2, 3), 3v
�

= (2, 7, –6) 

 

Q20 In each part determine whether the three vectors lie on the same line. 

(a) 1v
�

= (3, –6, 9), 2v
�

 = (2, –4, 6), 3v
�

= (1, 1, 1) 

(b) 1v
�

= (2, –1, 4), 2v
�

 = (4, 2, 3), 3v
�

= (2, 7, –6) 

(c) 1v
�

= (4, 6, 8), 2v
�

 = (2, 3, 4), 3v
�

= (–2, –3, –4) 

 

Q21 For which real values of t do the following vectors form a linear dependent set in R3? 

1v
�

= (t, 
2

1− , 
2

1− ), 2v
�

 = (
2

1− , t, 
2

1− ), 3v
�

= (
2

1− , 
2

1− , t) 

 

Q22 Let S = { 1v
�

, 2v
�

, …, rv
�

} be a set of vectors in a vector space V. Show that if one of the 

vectors is zero, then S is linear dependent. 

 
Q23 If { 1v

�
, 2v
�

, 3v
�

} is a linear independent set of vectors, show that the following sets are also 

linear independent: (a) { 2v
�

} 

(b) { 1v
�

, 3v
�

} 

(c) { 1v
�

, 1v
�

+ 2v
�

, 1v
�

+ 2v
�

+ 3v
�

} 

 

Q24 If { 1v
�

, 2v
�

,…, rv
�

} is a linear independent set of vectors, show that every subset of S with one 

or more vectors is also linear independent. 

 

Q25 Prove that the space spanned by the two vectors in R3 is either a line through the origin, a 
plane through the origin, or the origin itself. 

 

Q26 Let V be the vector space of real-valued functions defined on the entire real line. If f
�

, g
�

 

and h
�

 are vectors in V that are twice differentiable, then the function w
�

= w(x) defined by 

w(x) =

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )xhxgxf

xhxgxf

xhxgxf

"""

'''  

w
�

 is called the Wronskian of f
�

, g
�

 and h
�

. Prove that f
�

, g
�

 and h
�

 form a linear 

independent set if the Wronskian is not a zero vector in V. (i.e. w(x) is not identically zero.) 

 

Q27 Use the Wronskian to show that the following sets of vector are linear independent. 

(a) 1, x, ex 

(b) sin x, cos x, x sin x 

(c) ex, x ex, x2 ex 

(d) 1, x, x2 
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Q1 Let 2
+R be the set of all order pair of positive numbers. Define addition and multiplication in 

2
+R  as follows: For all (a1, a2), (b1, b2) ∈ 2

+R  and t ∈ R, 

(a1, a2) + (b1, b2) = (a1b1, a2b2) and t(a1, a2) = (a1
t, a2

t). 

Show that 2
+R  with these operations is a vector space over R. 

[A1] Let u
�

 = (a1, a2), v
�

= (b1, b2) ∈ 2
+R , where a1, a2, b1, b2 > 0 

u
�

+ v
�

= (a1, a2) + (b1, b2) = (a1b1, a2b2), which is an order pair, a1b1 > 0 and a2b2 > 0 

∴ u
�

+ v
�∈ 2

+R  

[A2] Let w
�

= (c1, c2), where c1, c2 are positive real numbers.  

(u
�

+ v
�

) + w
�

 = [(a1, a2) + (b1, b2)] + (c1, c2) 

 = (a1b1, a2b2) + (c1, c2) 

 = (a1b1c1, a2b2c2) 

u
�

+ ( v
�

+ w
�

)= (a1, a2) + [(b1, b2) + (c1, c2)] 

 = (a1, a2) + (b1c1, b2c2) 

 = (a1b1c1, a2b2c2) 

∴ ( u
�

+ v
�

) + w
�

= u
�

+( v
�

+ w
�

) 

[A3] u
�

+ v
�

= (a1, a2) + (b1, b2) = (a1b1, a2b2) 

v
�

+u
�

= (b1, b2) + (a1, a2) = (b1a1, b2a2) 

For real numbers a1b1 = b1a1, a2b2 =b2a2 

∴ u
�

+ v
�

= v
�

+u
�

 

[A4] Let 0
�

= (1, 1) 

0
�

+ v
�

= (1, 1) + (b1, b2) 

 = (1×b1, 1×b2) 

 = (b1, b2) = v
�

 

[A5] ∀ v
�

= (b1, b2) ∈ 2
+R , b1 and b2 ≠ 0 

Let (– v
�

) = 








21

1
,

1

bb
∈ 2

+R  

(– v
�

) + v
�

 = 








21

1
,

1

bb
+ (b1, b2) 

= 







×× 2

2
1

1

1
,

1
b

b
b

b
 

= (1, 1) 

= 0
�

 

[M1] Let a ∈ R, a v
�

= a(b1, b2) = (b1
a, b2

a) 

b1, b2 > 0  b1
a > 0, b2

a > 0 

  a v
�∈ 2

+R  

[M2] b ∈ R, a(b v
�

)= a[b(b1, b2)] = a(b1
b, b2

b) = (b1
ba, b2

ba) 

(ab) v
�

= ab (b1, b2) = (b1
ab, b2

ab) 

∴ a(b v
�

) = (ab) v
�

 



Suggested solution to Exercise on Vector Space By Mr. Francis Hung 

Created by Mr. Francis Hung Page 6 

[M3] (a + b) v
�

= (a + b)(b1, b2) = (b1
a+b, b2

a+b) 
a v
�

+ b v
�

 = a(b1, b2)+ b(b1, b2) 
 = (b1

a, b2
a) + (b1

b, b2
b) 

 = (b1
a×b1

b, b2
a×b2

b) 
 = (b1

a+b, b2
a+b) 

∴ (a + b) v
�

 = a v
�

+ b v
�

 
a(u
�

+ v
�

) = a[(a1, a2) + (b1, b2)] 
 = a(a1b1, a2b2) 
 = ((a1b1)a, (a2b2)a) 
 au

�
+ a v
�

 = a(a1, a2) + a(b1, b2) 
 = (a1

a, a2
a) + (b1

a, b2
a) 

 = (a1
a×b1

a, a2
a×b2

a) 
 = ((a1b1)a, (a2b2)a) 
∴ a( u

�
+ v
�

) = a u
�

+ a v
�

 
[M4] 1 v

�
= 1(b1, b2) 

 = (b1
1, b2

1) = v
�

 

∴ 1 v
�

= v
�

 

∴ 2
+R  is a vector space under the special addition and under the special scalar 

multiplication. 
Q2 Let 1u

�
= (–1, 3, 2, 0), 2u

�
= (2, 0, 4, –1), 3u

�
= (7, 1, 1, 4) and 4u

�
= (6, 3, 1, 2). Find scalars 

c1 1u
�

 + c2 2u
�

 + c3 3u
�

 + c4 4u
�

 = (0, 5, 6, –3). 





















−

=





















+





















+





















−

+



















−

3

6

5

0

2

1

3

6

4

1

1

7

1

4

0

2

0

2

3

1

4321 cccc  





















−−

−

3

6

5

0

 

2410

1142

3103

6721

~





















−−

−

+
+

3

6

5

0

 

2410

131580

212260

6721

2

3

13

12

RR

RR
~





















−−
−

5

6

3

0

 

212260

131580

2410

6721

2

4

R

R
 

~





















−
−
−−

−

+
+

13

18

3

0

 

334600

294700

2410

6721

6

8

24

23

RR

RR
~





















−
−−

−

− 217

18

3

0

 

217000

294700

2410

6721

4647 34 RR

 

~





















−
−−

−

1

18

3

0

 

1000

294700

2410

6721

217
4R

~





















−
−
−

−
−

−
−
−

1

47

5

6

 

1000

04700

0410

0721

29

2

6

43

42

41

RR

RR

RR

~





















−
−
−

−
−

1

1

5

6

 

1000

0100

0410

0721

47
3R  

~





















−

−−
−
−

1

1

1

1

 

1000

0100

0010

0021

4

7

23

13

RR

RR

~





















−

+

1

1

1

1

 

1000

0100

0010

00012 21 RR

. ∴c1 = 1, c2 = 1, c3 = –1, c4 = 1 
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Q3 Show that there do not exist scalars c1, c2, c3 such that  

c1(1, 0, –2, 1) + c2(2, 0, 1, 2) + c3(1, –2, 2, 3) = (1, 0, 1, 0). 





















=





















−
+





















+





















−
0

1

0

1

3

2

2

1

2

1

0

2

1

2

0

1

321 ccc  





















0

1

0

1

 

321

212-

2-00

121

~





















−−
+

−

1

3

0

1

 

200

450

100

121

2
2

14

13

2

RR

RR

R

~





















−− 1

3

0

1

 

000

450

100

121

2 24 RR

 

Equation (iv) 0 + 0 + 0 = –1, which is a contradiction. ∴ no solution. 

Q4 Let 1e
�

, 2e
�

 be two perpendicular vectors of length 1 in R3 and V
�

 is any vector. 

Define |V
�

| = the length of the vector V
�

. 

Prove that for any real numbers b1 b2: 

|V
�

 – (V
�

⋅ 1e
�

) 1e
�

– (V
�

⋅ 2e
�

) 2e
�

| ≤ |V
�

– b1 1e
�

– b2 2e
�

| 

Proof: |V
�

 – b1 1e
�

– b2 2e
�

|2 – |V
�

– (V
�

⋅ 1e
�

) 1e
�

– (V
�

⋅ 2e
�

) 2e
�

|2 

= |V
�

|2 + 2
1b  + 2

2b  – 2b1(V
�

⋅ 1e
�

) – 2b2(V
�

⋅ 2e
�

) + 2b1b2( 1e
� ⋅ 2e
�

) 

– [|V
�

|2 + (V
�

⋅ 1e
�

)2 + (V
�

⋅ 2e
�

)2 – 2(V
�

⋅ 1e
�

)(V
�

⋅ 1e
�

) – 2(V
�

⋅ 2e
�

)(V
�

⋅ 2e
�

) + 2(V
�

⋅ 1e
�

)(V
�

⋅ 2e
�

) ( 1e
� ⋅ 2e
�

)] 

= 2
1b  + 2

2b  – 2b1(V
�

⋅ 1e
�

) – 2b2(V
�

⋅ 2e
�

) + (V
�

⋅ 1e
�

)2 + (V
�

⋅ 2e
�

)2 

= (b1 – V
�

⋅ 1e
�

) 2 + (b2 – V
�

⋅ 2e
�

)2 ≥ 0 

∴ |V
�

– (V
�

⋅ 1e
�

) 1e
�

– (V
�

⋅ 2e
�

) 2e
�

| ≤ |V
�

 – b1 1e
�

– b2 2e
�

| 

Q5 (a) Find two vectors in R2 with Euclidean norm 1 whose Euclidean inner products with 
(–2, 4) are zero. 

(b) Show that there are infinitely many vectors in R3 with Euclidean norm 1 whose inner 
product with (–1, 7, 2) is zero. 

(a) Let v
�

= (x, y), u
�

= (–2, 4) 

| v
�

| = 1 and v
� ⋅ u
�

= 0 

22
yx + = 1 and –2x + 4y = 0 

x2 + y2 = 1 and x = 2y 

4y2 + y2 = 1 

y2 =
5

1
  y = ±

5

1
, x = ±

5

2
 

v
�

= 








5

1
,

5

2
 or 







 −−
5

1
,

5

2
 

(b) u
�

= (–1, 7, 2), v
�

= (x, y, z) 

| v
�

| = 1 and u
� ⋅ v
�

= 0 

222
zyx ++ = 1 and –x + 7y + 2z = 0 

x2 + y2 + z2 = 1 and x = 7y + 2z 
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(7y + 2z)2 + y2 + z2 = 1 

49y2 + 28yz + 4z2 + y2 + z2 = 1 

50y2 + 28yz + 5z2 – 1 = 0 

y =
( )

50

155019614 22 −⋅−±− zzz
, let z = t, where t ∈ R 

 =
50

545014 2
zz −±−

 valid for –
33

5 ≤ z ≤
33

5
 

x = 7y + 2z = z
zz

2
50

5450798 2

+−±−
=

50

545072 2
tt −±

 

∴
















=

−±−=

−±=

tz

zz
y

tt
x

50

545014

50

545072

2

2

, where t ∈ R. ∴There are infinitely many solution in t. 

Q6 Find the Euclidean distance between u
�

 and v
�

 when: 

(a) u
�

 = (1, 1, –1), v
�

= (2, 6, 0) 

(b) u
�

 = (6, 0, 1, 3, 0), v
�

= (–1, 4, 2, 8, 3) 

(a) u
�

 = (1, 1, –1), v
�

= (2, 6, 0) 

|u
�

– v
�

| = ( ) ( ) ( )[ ]222
101612 −−+−+− = 222 151 ++ = 27 = 33  

(b) |u
�

– v
�

| = ( )[ ] ( ) ( ) ( ) ( )22222
3083214016 −+−+−+−+−−  

 = 22222 35147 ++++ = 92511649 ++++ = 100 = 10 

Q7 Show that the set W of all 2×2 matrices having zeros on the main diagonal is a subspace of 
the vector space M22 of all 2×2 matrices. 

V = M22 =








ℜ∈







dcba

dc

ba
,,,: . It is known that V is a vector space. 

W =








ℜ∈







qp

q

p
,:

0

0
. Clearly W ⊂ V 

Let 0
�

= 








00

00
∈W, ∴W ≠ φ  (W is a non-empty subset of V.) 

Let u
�

= 








0

0

1

1

q

p
, v
�

= 








0

0

2

2

q

p
, u
�

, v
�∈W 

u
�

+ v
�

= 








0

0

1

1

q

p
+ 









0

0

2

2

q

p
= 









+
+
0

0

21

21

qq

pp
∈W (close under addition) 

∀k ∈R, k u
�

= k 








0

0

1

1

q

p
= 









0

0

1

1

kq

kp
∈W (close under scalar multiplication) 

∴ W is a vector subspace of V (= M22) 
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Q8 Consider a system of m linear equations in n unknowns: 













=+++

=+++
=+++

mnmnmm

nn

nn

bxaxaxa

bxaxaxa

bxaxaxa

⋯

⋯⋯⋯

⋯

⋯

2211

22222121

11212111

 

If b1 = b2 = … = bm = 0, the system is known as a homogeneous. 

Show that the set of solutions of a homogeneous system is a vector subspace of Rn. 

V = Rn, clearly V is a vector space over R. 

Let A =





















mnmm

n

n

aaa

aaa

aaa

⋯

⋯⋯⋯⋯

⋯

⋯

21

22221

11211

, this is the coefficient matrix of the system of equations. 

W = { v
�∈Rn: A v

�
= 0
�

} 

To show that W is a subspace of Rn. 

∀ v
�∈W  v

�∈Rn and A v
�

= 0
�

 

∴W ⊂ Rn (W is a subset of Rn) 

Let 0
�

= (0, 0, …, 0)t ∈Rn, then A 0
�

= 0
�

 

∴ 0
�

∈W 

W ≠ φ (W is a non-empty subset of Rn) 

Let u
�

, v
�∈W  Au

�
= 0
�

, A v
�

= 0
�

 

u
�

+ v
�∈Rn and A( u

�
+ v
�

) = A u
�

+ A v
�

 

 = 0
�

+ 0
�

 

 = 0
�

 

∴u
�

+ v
�∈W (W is closed under addition) 

Let k ∈ R, A(k u
�

) = k(A u
�

) = k 0
�

= 0
�

 

ku
�∈Rn and k u

�∈W (W is closed under scalar multiplication) 

∴W is a vector subspace of V (= Rn) 

Q9 Let V = R3. Determine which of the following are subspaces of R3. 

(a) all vectors of the form (a, 0, 0). 

(b) all vectors of the form (a, 1, 1). 

(c) all vectors of the form (a, b, c) where b = a + c. 

(d) all vectors of the form (a, b, c) where b = a + c + 1 

(a) W = <(a, 0, 0)> = {(a, 0, 0)t: t∈ Rn} 

 = {(at, 0, 0): t ∈ R} 

∀ v
�∈W  v

�
= (at, 0, 0) ∈ R ∴W ⊂ R3  

Let t = 0, 0
�

= (0, 0, 0) = 0(a, 0, 0) ∴W ≠ φ 

Let u
�

= (at1, 0, 0), v
�

= (at2, 0, 0), then u
�

, v
�∈R3 

u
�

+ v
�

 = (at1, 0, 0) + (at2, 0, 0) = (at1 + at2, 0, 0) ∈R3 

 = (a(t1 + t2), 0, 0) ∈ W 
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∀k ∈ R, k u
�

= k(at, 0, 0) = (akt, 0, 0) ∈ W 

∴ W is vector subspace of R3. 

(b) W = {(a, 1, 1): a ∈ R} 

Let u
�

= (a, 1, 1), v
�

= (b, 1, 1) 

u
�

+ v
�

 = (a, 1, 1) + (b, 1, 1) 

 = (a + b, 2, 2) 

∴ u
�

+ v
�∉ W 

W is not a vector subspace of R3 

(c) W = {(a, b, c): b = a + c} 

∀u
�∈ W  u

�
= (a, b, c) ∈ R3. ∴ W ⊂ R3 

0
�

= (0, 0, 0), 0 = 0 + 0. ∴ 0
�

∈ W  W ≠ φ 

Let u
�

= (a1, b1, c1), where b1 = a1 + c1 and v
�

= (a2, b2, c2), where b2 = a2 + c2. 

u
�

+ v
�

= (a1 + a2, b1 + b2, c1 + c2) 

b1 + b2 = a1 + c1 + a2 + c2 

 = (a1 + a2) + (c1 + c2) 

∴ u
�

+ v
�∈ W 

∀k ∈ R, k u
�

= (ka1, kb1, kc1) 

kb1 = k(a1 + c1) = ka1 + kc1 

∴ k u
�∈ W 

W is a vector subspace of R3 

(d) W = {(a, b, c): b = a + c + 1} 

Let u
�

= (a, b, c)∈ W  b = a + c + 1 

2u
�

= (2a, 2b, 2c) 

2b = 2(a + c + 1) = 2a + 2c + 1 + 1 ≠ 2a + 2c + 1 

∴ 2u
�∉ W 

W is not a vector subspace of R3. 

Q10 Let V = M22, the set of all 2×2 matrices. Determine which of the following are subspaces of M22. 

(a) all matrices of the form 








dc

ba
, where a, b, c and d are integers. 

(b) all matrices of the form 








dc

ba
, where a + d = 0. 

(c) all 2×2 matrices A such that A = At. (the transpose of the matrix A) 

(d) all 2×2 matrices A such that det(A) = 0. 

M22 = 








ℜ∈







dcba

dc

ba
,,,: , given that M22 is a vector space. 

(a) W = 








Ζ∈







dcba

dc

ba
,,,:  

∀u
�

= 








dc

ba
∈ W  a, b, c, d ∈ Z 

 u
�∈ M22 ∴ W ⊂ M22 
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Let 0
�

= 








00

00
∈ W ⊂ M22 ∴ W ≠ φ 

Let u
�

= 








11

11

dc

ba
, v
�

= 








22

22

dc

ba
, where a1, a2, b1, b2, c1, c2, d1, d2 ∈ Z 

u
�

+ v
�

= 








11

11

dc

ba
+ 









22

22

dc

ba
= 









++
++

2121

2121

ddcc

bbaa
∈ M22 

a1+ a2, b1+ b2, c1+ c2, d1+ d2 ∈ Z 

∴ u
�

+ v
�∈W 

∀k ∈R, k u
�

= k 








11

11

dc

ba
= 









11

11

kdkc

kbka
, ka1 may not be an integer. 

e.g. u
�

= 








00

01
∈W, k =

2

1
 

ku
�

=














00

0
2

1
∉W. ∴W is not a vector subspace of M22. 

(b) W =








=+







0: da

dc

ba
 

u
�

= 








dc

ba
∈ W  a + d= 0 and u

�∈ M22. ∴W ⊂ M22 

0
�

= 








00

00
, 0 + 0 = 0  0

�

∈ W ∴W ≠ φ 

u
�

= 








11

11

dc

ba
, v
�

= 








22

22

dc

ba
, where a1 + d1 = 0, a2 + d2 = 0 

u
�

+ v
�

= 








11

11

dc

ba
+ 









22

22

dc

ba
= 









++
++

2121

2121

ddcc

bbaa
∈ M22 

a1 + a2 + d1 + d2 = (a1 + d1) + (a2 + d2) = 0 + 0 = 0 

∴ u
�

+ v
�∈ W 

∀k ∈R, k u
�

= k 








11

11

dc

ba
= 









11

11

kdkc

kbka
 

ka1 + kd1 = k(a1 + d1) = 0 

∴ k u
�∈ W 

∴ W is a vector subspace of M22. 

(c) W = {A ∈ M22: A = At} 

∀u
�∈W  u

�
 = A ∈ M22. ∴W ⊂ M22 

Let 0
�

= 








00

00
∈M22, 

t










00

00
= 









00

00
 0
�

∈W, W ≠ φ. 

∀u
�

, v
�∈ W  u

�
= A, v

�
= B, where A = At and B = Bt. 

u
�

+ v
�

= A + B ∈ M22 
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(A + B)t = At + Bt = A + B 

∴ u
�

+ v
�∈ W 

∀k ∈ R, k u
�

= kA 

(kA)t = k At = kA 

∴ k u
�∈ W 

∴ W is a vector subspace of M22. 

(d) W = {A ∈ M22: det A = 0} 

Let u
�

= 








00

01
, v
�

= 








10

00
 

det u
�

= 0, det v
�

 = 0, ∴u
�

, v
�∈ W 

u
�

+ v
�

= 








00

01
+ 









10

00
= 









10

01
 

det(u
�

+ v
�

) = 1 ≠ 0 

∴ u
�

+ v
�∉ W 

W is not a vector subspace of M22. 

Q11 Express the followings as linear combinations of 1p
�

=2+x+4x2, 2p
�

=1–x+3x2, 3p
�

= 3+2x+5x2 

(a) 5 + 9x + 5x2 

(b) 2 + 6x2 

(c) 2 + 2x + 3x2 

(a) k1 1p
�

+ k2 2p
�

+ k3 3p
�

 = 5 + 9x + 5x2 

















=
















+
















−+
















22

3

2

2

2

1

5

9

5

5

2

3

3

1

4

2

x

x

x

xk

x

xk

x

xk  

















=
































−
5

9

5

534

211

312

3

2

1

k

k

k

 

Let A =
















−
534

211

312

 

det A =
34

11
3

54

21
1

53

21
2

−
+−

−
 

 = 2(–5 – 6) – (5 – 8) + 3(3 + 4) = –22 +3 + 21 = 2 ≠ 0  A-1 exist. 

A-1 = ( )Aadj
A

1
= ( )t

Acof
A

1
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 =

t

























−
−

−

−−

−
−

−

11

12

21

32

21

31

34

12

54

32

53

31

34

11

54

21

53

21

2

1
=

t

















−−
−−

−

315

224

7311

2

1
=























−−

−−

−

2

3
1

2

7
2

1
1

2

3
2

5
2

2

11

 

















3

2

1

k

k

k

=















−

5

9

5
1

A =






































−−

−−

−

5

9

5

2

3
1

2

7
2

1
1

2

3
2

5
2

2

11

=
















−
1

4

3

 

∴ 5 + 9x + 5x2 = 3 1p
�

– 4 2p
�

+ 3p
�

 

(b) 
















3

2

1

k

k

k

=















−

6

0

2
1

A =






































−−

−−

−

6

0

2

2

3
1

2

7
2

1
1

2

3
2

5
2

2

11

=
















− 2

0

4

 

∴ 2 + 6x2 = 4 1p
�

– 2 3p
�

 

(c) 
















3

2

1

k

k

k

=















−

3

2

2
1

A =






































−−

−−

−

3

2

2

2

3
1

2

7
2

1
1

2

3
2

5
2

2

11

=























−

2

1
2

1
2

1

 

∴ 2 + 2x + 3x2 =
2

1
1p
�

–
2

1
2p
�

+
2

1
3p
�

 

Q12 Determine whether 1v
�

= (1, 1, 2), 2v
�

 = (1, 0, 1), 3v
�

= (2, 1, 3) span R3. 

∀(a, b, c) ∈R3, k1 1v
�

+ k2 2v
�

+ k3 3v
�

= (a, b, c), find k1, k2, k3. 

















=
































c

b

a

k

k

k

3

2

1

312

101

211

, let A =
















312

101

211

 

det A =

312

101

211

=
12

01
2

32

11
1

31

10
1 +− = –1 – 1 + 2 = 0 

∴A-1 does not exist. 1v
�

, 2v
�

, 3v
�

 does not span R3. 

Q13 Determine which of the following lie in the space spanned by f
�

= cos2 x and g
�

= sin2 x 

(a) cos 2x 
(b) 3 + x2 
(c) 1 

(d) sin x 
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(a) k1 cos2 x + k2 sin2 x ≡ cos 2x, find k1, k2 

We can easily find that k1 = 1, k2 = –1 

∴ cos 2x lies on < f
�

, g
�

> 

(b) k1 cos2 x + k2 sin2 x ≡ 3 + x2 

Put x = 0, k1 = 3 

Put x = π, k1 = 3 + π2 !!! 

∴ no solution 

3 + x2 ∉< f
�

, g
�

> 

(c) k1 cos2 x + k2 sin2 x ≡ 1 

We can easily find that k1 = 1, k2 = 1 

∴ 1 ∈ < f
�

, g
�

> 

(d) k1 cos2 x + k2 sin2 x ≡ sin x 

x =
2

π
, k2 = 1 

x = –
2

π
, k2 = –1 !!! 

∴ no solution 

sin x ∉< f
�

, g
�

> 

Q14 Let P2 be the set of real polynomials of degree ≤ 2. Determine if the following polynomials spans P2: 

1p
�

= 1 + 2x – x2, 2p
�

= 3 + x2, 3p
�

= 5 + 4x – x2, 4p
�

= –2 + 2x – 2x2 

P2 = {a + bx + cx2: a, b, c ∈ R} 

k1 1p
�

+ k2 2p
�

+ k3 3p
�

+ k4 4p
�

= a + bx + cx2, find k1, k2, k3, k4. 

















=
















−

−
+
















−
+
















+
















− 22

4

2

3

2

2

2

1

2

2

2

4

5

0

3

2

1

cx

bx

a

x

xk

x

xk

x

k

x

xk  

















−−−

−

c

b

a

2111

2402

2531

~
















+
−

−
−
−

+
+−

ca

ba

a

RR

RR 2

4440

6660

2531

2

31

12 ~























+

−

−
−
−

4

6

2

1110

1110

2531

4

6
3

2

ca

ba
a

R

R
 

~























++−

−−
−

−
12

32
6

2

0000

1110

2531

23 cba

ba
a

RR

. The system of equation is valid for any a, b, c ∈ R 

In general, 
12

32 cba ++− ≠ 0. ∴no solution in k1, k2, k3. 

< 1p
�

, 2p
�

, 3p
�

, 4p
�

> ≠ P2. 
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Q15 Find an equation for the plane spanned by the vectors u
�

= (1, 1, –1), v
�

= (2, 3, 5). 

The plane is given by k1 u
�

+ k2 v
�

 = k1 (1, 1, –1) + k2 (2, 3, 5) 

 = (k1 + 2k2, k1 + 3k2, –k1 + 5k2), where k1, k2 ∈R 

If (x, y, z) = (k1 + 2k2, k1 + 3k2, –k1 + 5k2) 

x = k1 + 2k2 ...................(1) 

y = k1 + 3k2 ...................(2) 

z = –k1 + 5k2...................(3) 

(2) + (3): y + z = 8k2 ..........(4) 

(2) – (1): y – x = k2 ............(5) 

(4) – 8(5): y + z – 8(y – x) = 0 

8x – 7y + z = 0 

Q16 Which of the following sets of vectors in R3 are linear dependent? 

(a) (2, –1, 4), (3, 6, 2), (2, 10, –4) 

(b) (3, 1, 1), (2, –1, 5), (4, 0, –3) 

(c) (1, 3, 3), (0, 1, 4), (5, 6, 3), (7, 2, –1) 

(a) 
















=
















−
+
















+
















−
0

0

0

4

10

2

2

6

3

4

1

2

321 kkk  
















=
































−
−

0

0

0

424

1061

232

3

2

1

k

k

k

 

det =

424

1061

232

−
− =

24

61
2

44

101
3

42

106
2

−
+

−
−

−
−

 

 = 2(–44) – 3(–36) + 2(–26) = –88 + 108 – 52 = –32 ≠ 0 

∴ (2, –1, 4), (3, 6, 2), (2, 10, –4) are independent. 

∴ (3, 1, 1), (2, –1, 5), (4, 0, –3) are independent. 

















− 0

0

0

1343

2613

7501

~
















−−
−−

−
−

0

0

0

221240

19910

7501

3

3

13

12

RR

RR ~
















−−
− 0

0

0

271200

19910

7501

2 232
1 RR

 

Number of unknowns > number of equations 

∴ There are infinitely many solutions. 

We can find k1, k2, k3, k4 not all zero such that  

k1(1, 3, 3) + k2(0, 1, 4) + k3(5, 6, 3) + k4(7, 2, –1) = (0, 0, 0) 

∴ (1, 3, 3), (0, 1, 4), (5, 6, 3), (7, 2, –1) are dependent. 

(b) 

351

011

423

−
− =

11

23
3

51

11
4

−
−

−
= 4(6) – 3(–5) ≠ 0 

(c) 
















=
















−
+
















+
















+
















0

0

0

1

2

7

3

6

5

4

1

0

3

3

1

4321 kkkk , find k1, k2, k3, k4. 
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Q17 Which of the following sets of vectors in P2 are linear dependent? 

(a) 2 – x + 4x2, 3 + 6x + 2x2, 2 + 10x – 4x2. 

(b) 1 + 3x + 3x2, x + 4x2, 5 + 6x + 3x2, 7 + 2x – x2 

(a) 
















=
















−
+
















+
















−
22

3

2

2

2

1

0

0

0

4

10

2

2

6

3

4

2

x

x

x

xk

x

xk

x

xk  

det =

424

1061

232

−
− =

24

61
2

44

101
3

42

106
2

−
+

−
−

−
−

 (same as Q61(a)) 

 = 2(–44) – 3(–36) + 2(–26) = –88 + 108 – 52 = –32 ≠ 0 

2 – x + 4x2, 3 + 6x + 2x2, 2 + 10x – 4x2 are independent. 

(b) 
















=
















−
+
















+
















+
















0

0

0

1

2

7

3

6

5

4

1

0

3

3

1

4321 kkkk , find k1, k2, k3, k4. (same as Q16 (c)) 

Number of unknowns > number of equations 

∴ There are infinitely many solutions. 

∴ 1 + 3x + 3x2, x + 4x2, 5 + 6x + 3x2, 7 + 2x – x2 are dependent. 

Q18 Let V be the vector space of all real valued functions defined on the entire real line. Which of 
the following sets of vectors in V are linear dependent? 

(a) 2, 4 sin2 x, cos2 x (b) x, cos x 

(c) 1, sin x, sin 2x (d) cos 2x, sin2 x, cos2 x 

(e) (1 + x)2, x2 + 2x, 3 (f) 0, x, x2 

(a) k1×2 + k2× 4 sin2 x + k3 cos2 x ≡ 0, find k1, k2, k3. 

It can be easily found that k1 =
2

1− , k2 =
4

1
, k3 =

4

1
 

∴ 2, 4 sin2 x, cos2 x are dependent. 

(b) k1x + k2cos x ≡ 0 ....................(1), find k1, k2. 

Differentiate twice with respect to x: –k2 cos x ≡ 0 

Put x = 0  k2 = 0. 

Put k2 = 0 into (1): k1x ≡ 0  k1 = 0 

∴ x, cos x are independent. 

(c) k1 + k2sin x + k3sin 2x ≡ 0 

Put x = 0, k1 = 0 

Put x =
2

π
, k2 = 0 

Sub. k1 = 0, k2 = 0 into the given equation: k3 sin 2x ≡ 0 

 k3 = 0 

∴ 1, sin x, sin 2x are independent. 

(d) k1cos 2x + k2sin2 x + k3cos2 x ≡ 0 

It can be easily found that k1 = 1, k2 = 1, k3 = –1 

∴ cos 2x, sin2 x, cos2 x are dependent. 
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v1

v2 v3

 - v1

- v2v3v2

O

P Q
R

(e) k1(1 + x)2 + k2(x2 + 2x) + 3k3 ≡ 0 

It can be easily found that k1 = 1, k2 = –1, k3 =
3

1− . 

∴ (1 + x)2, x2 + 2x, 3 are dependent. 

(f) 0k1 + k2x + k3x
2 ≡ 0 

It can be easily found that k1 = 1, k2 = 0, k3 = 0 

∴ 0, x, x2 are dependent. 

Q19 In each part determine whether the three vectors lie in a plane pass through the origin. 

(a) 1v
�

= (1, 0, –2), 2v
�

 = (3, 1, 2), 3v
�

= (1, –1, 0) 

(b) 1v
�

= (2, –1, 4), 2v
�

 = (4, 2, 3), 3v
�

= (2, 7, –6) 

(a) We find the volume of the parallelepiped formed by 1v
�

, 2v
�

, 3v
�

. 

 

Volume = 1v
� ⋅( 2v
� × 3v
�

)  

=

011

213

201

−

−
= 

11

13
2

01

21
1

−
−

−
 

= 2 – 2(–4) ≠ 0 

∴ 1v
�

, 2v
�

, 3v
�

 do not lies on a plane. 

(b) Volume = 1v
� ⋅( 2v
� × 3v
�

) =

672

324

412

−

−
= 

72

24
4

62

34

67

32
2 +

−
+

−
 

 = 2(–33) – 30 + 4(24) = 0 

∴ 1v
�

, 2v
�

, 3v
�

 lies on a plane passing through the origin. 

Q20 In each part determine whether the three vectors lie on the same line. 

(a) 1v
�

= (3, –6, 9), 2v
�

= (2, –4, 6), 3v
�

= (1, 1, 1) 

(b) 1v
�

= (2, –1, 4), 2v
�

= (4, 2, 3), 3v
�

= (2, 7, –6) 

(c) 1v
�

= (4, 6, 8), 2v
�

= (2, 3, 4), 3v
�

= (–2, –3, –4) 

(a) 1v
�

, 2v
�

, 3v
�

 lies on a straight line if and only if P, Q, R are collinear. 

⇔ 2v
�

– 1v
�

 is parallel to 3v
�

– 2v
�

 

2v
�

– 1v
�

= (2, –4, 6) – (3, –6, 9) = (–1, 2, –3) 

3v
�

– 2v
�

= (1, 1, 1) – (2, –4, 6) = (–1, 5, –5) 

∵ 2v
�

– 1v
� ≠ k( 3v

�
– 2v
�

), i.e. not parallel. 

∴ 1v
�

, 2v
�

, 3v
�

 are not collinear.  

(b) 2v
�

– 1v
�

= (4, 2, 3) – (2, –1, 4) = (2, 3, –1) 

3v
�

– 2v
�

= (2, 7, –6) – (4, 2, 3) = (2, 5, –9) 

∵ 2v
�

– 1v
� ≠ k( 3v

�
– 2v
�

), i.e. not parallel. 

∴ 1v
�

, 2v
�

, 3v
�

 are not collinear.  
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(c) 2v
�

– 1v
�

= (2, 3, 4) – (4, 6, 8) = (–2, –3, –4) 

3v
�

– 2v
�

= (–2, –3, –4) – (2, 3, 4) = (–4, –6, –8) 

∵ 2( 2v
�

– 1v
�

) = 3v
�

– 2v
�

, i.e. 2v
�

– 1v
�

 is parallel to 3v
�

– 2v
�

. 

∴ 1v
�

, 2v
�

, 3v
�

 are collinear.  

Q21 For which real values of t do the following vectors form a linear dependent set in R3? 

1v
�

= (t, 
2

1− , 
2

1− ), 2v
�

 = (
2

1− , t, 
2

1− ), 3v
�

= (
2

1− , 
2

1− , t) 

t

t

t

2

1

2

1
2

1

2

1
2

1

2

1

−−

−−

−−

= 0 

0

2

1

2

1
2

1

2

1

2

1
2

1

2

1

2

1

2

1
2

1

=
−−

−
−

−

−−
+

−

− t

tt

t
t  

t(t2 –
4

1
) +

2

1
(

2

t− –
4

1
)

2

1− (
4

1
+

2

t
) = 0 

t3 –
4

t
–

4

t
–

8

1
–

8

1
–

4

t
= 0 

t3 –
4

3t
–

4

1
= 0 

4t3 – 3t – 1 = 0 

Put f(t) = 4t3 – 3t – 1 

f(1) = 4 – 3 – 1 = 0  t – 1 is a factor 

By division, 

1                        

1                        

     44               

134               

          44t       

144

13        41

2

2

23

2

3

−
−

−

−−

−

++
−−−

t

t

tt

tt

t

tt

ttt

 f(t) = (t – 1)(4t2 + 4t + 1) = (t – 1)(2t + 1)2 = 0 

t = 1 or –
2

1
 (repeated roots) 

Q22 Let S = { 1v
�

, 2v
�

, … , rv
�

} be a set of vectors in a vector space V. Show that if one of the 

vectors is zero, then S is linear dependent. 

If 1v
�

= 0
�

, k1 1v
�

+ k2 2v
�

+ … + kr rv
�

= 0
�

, find k1, k2, … , kr. 

Let k1 = 3, k2 = 0, … , kr = 0 

∴S is linear dependent. 
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Q23 If { 1v
�

, 2v
�

, 3v
�

} is a linear independent set of vectors, show that the following sets are also 

linear independent: (a) { 2v
�

} 

(b) { 1v
�

, 3v
�

} 

(c) { 1v
�

, 1v
�

+ 2v
�

, 1v
�

+ 2v
�

+ 3v
�

} 

(a) k2 2v
�

= 0
�

, find k2. 

0 1v
�

+ k2 2v
�

+ 0 3v
�

= 0
�

  k2 = 0 (given that 1v
�

, 2v
�

, 3v
�

 are linear independent.) 

∴ { 2v
�

} is independent. 

(b) k1 1v
�

+ k3 3v
�

= 0
�

, find k1, k3. 

k1 1v
�

+ 0 2v
�

+ k3 3v
�

= 0
�

  k1 = k3 = 0 (given that 1v
�

, 2v
�

, 3v
�

 are linear independent.) 

∴ { 1v
�

, 3v
�

} is independent. 

(c) k1 1v
�

+ k2( 1v
�

+ 2v
�

)+ k3(( 1v
�

+ 2v
�

+ 3v
�

) = 0
�

, find k1, k2, k3. 

(k1 + k2 + k3) 1v
�

+ (k2 + k3) 2v
�

+ k3 3v
�

= 0
�

 

k1 + k2 + k3 = 0, k2 + k3 = 0, k3 = 0 (given that 1v
�

, 2v
�

, 3v
�

 are linear independent.) 

After solving, k1 = k2 = k3 = 0 

∴ { 1v
�

, 2v
�

, 3v
�

} is independent. 

Q24 If { 1v
�

, 2v
�

,…, rv
�

} is a linear independent set of vectors, show that every subset of S with one 

or more vectors is also linear independent. 

Let S = { 1v
�

, 2v
�

, … , rv
�

}, W ={
1i

v
�

,
2i

v
�

,…,
ni

v
�

}, W ⊂ S, W ≠ φ (i.e. 1 ≤ n ≤ r) 

k1
1i

v
�

+k2
1i

v
�

+ … + kn
ni

v
�

= 0
�

, find k1, k2, … , kn. 

k1
1i

v
�

+k2
1i

v
�

+ … + kn
ni

v
�

+ 0
1+ni

v
�

+ … + kn
ri

v
�

= 0
�

 ........... (1) 

where 
1i

v
�

,
1i

v
�

,
ni

v
�

,
1+ni

v
�

, … ,
ri

v
�

 are rearrangement of 1v
�

, 2v
�

, … , rv
�

. 

∵S is independent, (1)  k1 = 0, k2 = 0, … , kn = 0 

∴W is also independent. 
Q25 Prove that the space spanned by the two vectors in R3 is either a line through the origin, a 

plane through the origin, or the origin itself. 

Let u
�

, v
�∈ R3. To find < u

�
, v
�

> = {k1 u
�

+ k2 v
�

: k1, k2 ∈ R} 

Case 1 u
�

= 0
�

, v
�

= 0
�

 

<u
�

, v
�

> = {k1 0
�

+ k2 0
�

: k1, k2 ∈ R} = { 0
�

} 

It is the origin itself. 

Case 2 u
�

= 0
�

, v
� ≠ 0
�

 

<u
�

, v
�

> = {k2 v
�

: k2 ∈ R} 

which is a line passes through the origin and parallel to v
�

. 

Case 3 u
� ≠ 0
�

, v
�

= 0
�

, similar to case 2. 

Case 4 u
� ≠ 0
�

, v
� ≠ 0
�

, u
�

// v
�

, i.e. v
�

= k u
�

, k ≠ 0 

<u
�

, v
�

>= {k1 u
�

+ k2 v
�

: k1, k2 ∈ R} 

 = {k1 u
�

+ k2k u
�

: k1, k2 ∈ R} = {(k1+ k2k) u
�

: k1, k2 ∈ R} = <u
�

> 

It is a line passes through the origin and parallel to u
�

. 

Case 5 u
� ≠ 0
�

, v
� ≠ 0
�

, u
�

// v
�

,  

<u
�

, v
�

>= {k1 u
�

+ k2 v
�

: k1, k2 ∈ R} 

This is a plane equation through the origin. 
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Q26 Let V be the vector space of real-valued functions defined on the entire real line. If f
�

, g
�

 

and h
�

 are vectors in V that are twice differentiable, then the function w
�

= w(x) defined by 

w(x) =

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )xhxgxf

xhxgxf

xhxgxf

"""

'''  

w
�

 is called the Wronskian of f
�

, g
�

 and h
�

. Prove that f
�

, g
�

 and h
�

 form a linear 

independent set if the Wronskian is not a zero vector in V. (i.e. w(x) is not identically zero.) 

k1f(x) + k2g(x) + k3h(x) ≡ 0 ...................(1), find k1, k2, k3. 

Differentiate once: k1f '(x) + k2g'(x) + k3h'(x) ≡ 0 ...................(2) 

Differentiate twice: k1f "(x) + k2g"(x) + k3h"(x) ≡ 0 ...................(3) 

Let A =

( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
















xhxgxf

xhxgxf

xhxgxf

"""

''' , (1), (2), (3) is equivalent to A(k1, k2, k3)t = (0, 0, 0)t. 

Given that det A ≡ 0, A-1 exists and so (k1, k2, k3)t = A-1(0, 0, 0)t = (0, 0, 0)t 

∴f(x), g(x), h(x) are independent. 

Q27 Use the Wronskian to show that the following sets of vector are linear independent. 

(a) 1, x, ex 

(b) sin x, cos x, x sin x 

(c) ex, x ex, x2 ex 

(d) 1, x, x2 

(a) w(x) =
x

x

x

e

e

ex

00

10

1

=

100

110

11 x

e
x = ex ≡ 0. ∴{1, x, ex} is linear independent 

(b) w(x)=

xxxxx

xxxxx

xxxx

sincos2cossin

cossinsincos

sincossin

−−−
+− =

x

xxxxx

xxxx

RR cos200

cossinsincos

sincossin

31

+−
+

 

= 2 cos x(–sin2 x – cos2 x) = –2 cos x ≡ 0. ∴{sin x, cos x, x sin x} is linear independent. 

(c) w(x)=
xxxxx

xxxxx

xxx

exxexeee

exxexeee

exxee

2

2

2

422

2

+++
++ =

2

2

2

3

4221

211

1

xxx

xxx

xx

e
x

+++
++  

 =

x

x

xx

e

RR

  RR
x

4220

210

1

  

2

3

13

12

+−
−  = 2 e3x

.∴{ex, x ex, x2 ex} is linear independent. 

(d) w(x) =

200

210

1 2

x

xx

= 2. ∴{1, x, x2} is linear independent. 


